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Abstract:

Some plants are more productive than others — at least in terms of how productivity is
conventionally measured. Do these differences represent anintangible asset? Doesthe
sock market place a higher value on firms with highly productive plants? This paper
tests this hypothesis with a new data set. We merge plant-leve fundamentd variables
with firm-leve financid variables. We find that firms with highly productive plants have
higher market valuations as measured by Tobin's g — productivity does indeed have a
price.
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l. Introduction

Does productivity have aprice? Itiswell know that we observe large, persastent
differences in the productivity of plants within narrowly defined industries (cf.,
Bartelsman and Dhrymes, 1991; Baily, Hulten and Campbell, 1992; Olley and Pakes,
1997; and Dwyer, 1998). If high relative productivity represents a true competitive
advantage, then it should act as an intangible assst and firms with highly productive
manufacturing plants should have high market valuaions. The data set andyzed in this
paper merges firm-levdl Compudtat variables with plant-level Census data.
Consequently, Tobin's g — the market value of afirm divided by the replacement vaue of
its capital stock — can be matched with measures of plant-level productivity. This data set
enables usto test the hypothesis that highly productive manufacturing plants act asan
intangible asst for the firms that own them. We follow a methodology first implemented
by Griliches (1981).

Highly productive manufacturing plants could act as an intangible as=t for a
variety of reasons. Rather than representing atrue efficiency advantage, what we
messure as high productivity could actudly be the result of some firms being ableto
charge high markups due to barriers to entry or superior marketing.? Alternatively, they
could be the product of favorable supply or demand shocks that the market has not yet
adjusted to. While we cannot eliminate these alternative hypotheses, we do our best to

control for them by looking a productivity differences relative to a narrowly defined

! For areview of this literature see Hall (2000).



industry and controlling for other types of intangible assets that may enable afirm to
charge high markups, such as advertisng and research and development (R&D). Wefind
that firmswith highly productive manufacturing plants tend to have high gs — even when
using narrow industry definitions and controlling for other types of intangible assets.
Thuswe find that plant-level productivity acts like an intangible asst.

This paper is organized as follows. The next section discusses the theoretica
congderations relevant to thisanalyss. The third and fourth sections discuss building the
data set, congtructing the variables and some econometric issues. A preiminary andyss
that narrows the set of productivity measures that we consider isfound in the fifth
section, which isfollowed by a presentation of findings. The find section contains our

concluding remarks.

. Theoretical Considerations

Following Cockburn and Griliches (1988) we start with a definitiona model.
Under arationa stock market, afirm's vaue can be written as
V =bK +d W],
where V isthe market vaue of the firm, b is the average multiplier of market value

relaive to replacement value, K isthe vaue of the firm' stangible capitd, Wis avector of

2 Productivity measures almost dway's us revenue- based measures of outpuit.
Consequently, afirm thet is able to charge a high markup will tend to look like a highly
productive firm.



variables representing the firm’ s intangible assets and d is its relative shadow price
vector. With some agebraic manipulation one can obtain

g=a +d§LV
eK g

whereq © Ioggé—ég, i.e, thelog of Tobin'sq. In essence, Griliches (1981) and Cockburn
ekKg

and Griliches (1988) regress Tobin's g onto a vector of intangible assets. They focus on
R& D investments and the stock of patents. Our innovation isto include the productivity
of the firm’s manufacturing plants as an intangible asset into the vector of intangible

variables.

What is productivity and why would it be an intangible asset?
While there are many concepts of productivity and many ways to measure it, most

people would agree that one firm is more productive than another if it can produce more
output with the same inputs as another firm. Operationdizing this seemingly innocuous
statement is inherently problematic since no two firms produce the same output or use the
sameinputs. In this paper, we measure productivity as the ratio of value added® to an
index of inputs a the plant level, which we then aggregate up to the firm levd. Itis
essentid to recognize that these measures are revenue based. Both afirm that can sdl a
differentiated product at a high markup and afirm that is alow-cost producer will be

observed to have high productivity measures. If being alow-cost producer or charging a

3 Vdue added is the difference between a firm's revenue (total value of shipments) and
the vaue of its materia inputs. (A materid input is an input into the production process
that has auseful lifetime of lessthan ayear.)



high markup makes afirm highly profitable, then our productivity measure should

behave like an intangible asset and increase the vaue of the firm.

Why would one firm be more productive than another?
One can think about two types of differencesin productivity: between-industry

differences and within-industry differences. Firmsin one industry may be able to
produce more revenue than firms in a second industry with the same inputs if there are
barriers to entry in the second industry and thus corresponding differencesin
profitability. Alternatively, there could be industry-specific supply or demand shocks
that the market has not fully adjusted to that could leed to differencesin efficiency and
profits acrossindustries. These indudtry differencesin profitability would leed to varied
market valuations.

Depending on the theoretica modd, within-industry differencesin productivity
may or may not display a pogtive reationship to afirm'svaue. For example, any mode
inwhich ex ante uncertainty regarding the outcome of investments exists (whether the
investments are in physica capitd, R&D, advertiang, or human capitd) will predict a
positive relationship between productivity and Tobin's g: ex post, firms that make
successful invesments will have high productivity and a high market vaue rdaive to the
replacement cost of their capita (cf., Jovanovic, 1982; Dixit, 1992; and Hopenhayn,
1992). In contrast, modelsin which productivity differentias are embodied in capitd

(cf., Cooley, Greenwood and Y orukoglu, 1997) or are the product of a deterministic



learning-by-doing process (cf., Parente, 1994) do not predict a positive, monotonic
relationship between productivity and Tobin's g.*

In light of these differing implications, we test whether or not afirm’s
productivity is pogtively rdated to afirm's Tobin'sg. Further, we explore whether
between+indudtry or within-industry differences in productivity have alarger effect ona
firm'sq.
Other types of intangible assets

Many other factors besides productivity may dso affect the value of afirm.
Conseguently, we include a vector of control variables to account for these factors. Firms
make investmentsin advertisng and R& D, because they expect these investmentsto
increase future cash flows — at least in the long run. Therefore, one would expect firms
with subgtantia expenditures on advertisng and R& D to have a higher return on physica
cagpitd and higher Tobin's g on average. We include R&D and advertisng expenditures
as percentages of the firm’ stotd assetsinto the vector of intangibles.

Companies aso buy other types of assets, such as patents and trademarks, to grow
their cash flows. Firms classfy these assets as intangibles on their balance sheets. The

largest component of intangibles will typicaly be "goodwill," which represents assets

* In Cooley, Greenwood and Y orukoglu's model, for example, productivity differences are
embodied in capitd. Therefore, they do not yield a competitive advantage, because the
new cgpitd isavailable to everyone. All productivity differentials between plants are
the product of not measuring capitd in efficiency units. Once capitd ismeasured in
effidency units, any observed variance in productivity is the result of measurement
error and devoid of economic content. In Parente's modd of staggered upgrading of
technologies followed by a deterministic learning of the new technology, when a plant
upgrades its technology its productivity fals, but its value remains unchanged.
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derived from the acquisition of other companies® These acquired assets areincluded in
the denominator of Tobin's g and should be reflected in the numerator of Tobin'sq or else
the acquirer would not have bought the acquiree. Nevertheless, it is possble to have
€XCess returns on investments in acquisitions to the extent that companies redizes
synergies and/or market power when they acquire other companies. If the return on
investment for M&A activity is above the required rete of return, then the market vaue of
the company should reflect these returns, and firms with large stocks of intangible assets
would have high Tobin'sq. We test this hypothess by including intangible assetsas a
percent of afirm'stotal assetsin our vector of control variables.

A firm'slack of accessto capital markets can detract from itsvaue in severa
ways. Firg, afirm facing liquidity congtraints cannot expand as fast asit would
otherwise choose. Second, a liquidity-congtrained firm may need to choose inventory
policiesthat differ fromits optima inventory policy if it were not liquidity congtrained.
Following the investment literature (cf., Fazzari, Hubbard and Petersen, 1998; ad
Gilchrigt and Himmelberg, 1995), we incorporate whether or not afirm pays adividend
into our vector of control variables®

Firms may have dissmilar costs of capita, because they have different levels of
risk. According to CAPM, the required return on afirm's assetsisincreasng in its

market b. Therefore, to the extent that productivity controls for the rate of return that a

® When a company buys another company, the book value of the acquired company's
asstsisincorporated into the book value of the acquiring firm's assets. The difference
between what the company paid for the acquired company and the acquired company's
book vaueis recorded as “goodwill” on the balance sheet.

® Experimentation using the presence of abond rating instead of dividend payments
produces smilar results.



firm earns on its asset base, acompany with ahigh market b is expected to have alower
g. Consequently, we include an estimate of market b in the vector of control variables.

In essence, we run aregression of Tobin's g onto productivity, which is measured
a thefirm level. We use alog-linear specification so that the coefficients can be
interpreted as dadticities. We dso include a vector of control varigbles (besides
productivity) that could have a bearing on the value of the firm as described above,
Findly, we econometricaly examine the question of whether differencesin productivity

between indudtries or differences within industries have a bigger impact on Tobin'sq.

. Building the data set and variable construction

We combined two separate data sets. Standard and Poor’s Compustat, which
containsfirm-level financid variables, and the Census Bureau’ s Longitudind Research
Database (LRD), which has plant-leve fundamentd variables (e.g., the outputs and
inputs of the plant). The resulting data set congsts of over 993 firms that report R&D
expendituresin 1996 (Table A.1). Thefirmsin the sample represent $2.7 trillion in sdes
and 11 million in employeesin 1996 (Table A.2). By tracking this cross-section forward
and backward, we have congtructed a pane of firms where the Compustat variables run
from 1989 to 1998, and the LRD variables run from 1976 to 1997. Appendix | providesa

description of how the merge was done and provides two tables of summary statitics.



Variable construction

Productivity measures
Although we have plant-level measures of inputs and outputs, we want to

congruct afirm-level measure of productivity. The firmsin our sample typicaly have
many plants that operate in various four-digit industries. This presents an issue, because
messures of total factor productivity are rooted in a Cobb-Douglas production function.
Such a production function a the plant level will only aggregate up to afirm-level Cobb-
Douglas under a very redtrictive set of assumptions.

Our gpproach isto congtruct four measures of productivity and perform a

preliminary sengtivity analysis to see which ones are the mogt informative.

Labor productivity (Ip)

To measure the labor productivity of the firm’s manufacturing plants, we first
sum up a the firm level both value added (our measure of output) and tota employment.
Then we amply take the ratio and then take its log.

Capital productivity (kp)

We measure capital productivity in afashion analogous to labor productivity.
Vaue added and gross capital stock of each firm issummed. We take theratio of the two

and then take itslog.

Average productivity (ap)



Thisissmply the average of the log of labor productivity and the log of capita
productivity. This definition can be reached by taking afirm-level Cobb Douglas

production function, solving for productivity and setting the exponent terms both to ¥z

.a Ll-a
y=AlKr p A=Z 220
eLgeKg

where Y isoutput, L islabor inputsand K is capitd inputs. Taking logs and setting a

=b=0.5 yields the above definition of average productivity, ap.

Average plant-level tfp — (tfp)

Following Dwyer (1998) we messure the productivity at the plant level rleive to
the four-digit industry mean in that year. Specificaly,

Yklt
a, la, ’
I-kIthIt

kit

wherek, | and t index the plant, the four-digit industry and the year, respectively, and a,
is the coefficient from an estimate of a congtant returns-to-scale Cobb-Douglas
production function for the plant’s four-digit indugtry. X, isthusavaue of tota factor
productivity for each plant; we use x to denotesitslogarithm. From this measure we can

compute relative productivity by caculating logs and subtracting out the time-industry

mean in each yedr:

Xt = Xae = X



where X, hasthefollowing interpretation.” If X, =0.35, then plant k produced 35%

more output with the same inputs than the average plant in its four-digit industry during
that year. To convert this plant-level measure of productivity to the firm level, we smply
take aweighted average of dl the firm's plants, usng the number of employeesworking
a the plants as the weights. We denote this measure of productivity as tfp.

The congtruction of this productivity measure eiminates any between industry
effects of productivity on Tobin'sq. Therefore, the ability of this varigble to predict
Tobin's q will address the possibility of productivity differences within industries
impacting the vaue of afirm.

Tobin’s q

One treditionally defines Tobin's q as the ratio of the firm’'s market vadue to the
replacement value of itsassets. To congtruct this measure, we follow Himmelberg,
Hubbard, Pdia (1999) and use the market vaue of the outstanding common stock plus
the estimated vaue of the preferred stock plus the book vaue of totd lighilities asthe
market vaue of the firm, and the book value of total assets for the replacement value of

thefirm. We denote thisvariable as Q and itslogarithm as g.

é. tfpy,
"I am adopting the notation thet tfp,,, = kT J.e, thetime-industry average of

productivity.
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The vector of control variables
Table 1: The vector of control variables

Vaiable

Explanation

log(Adv:Cap)
Adv is zero or missng

log(RnD:Cap)

RnD is zero or missing
log(intang:Cap)
Intang is zero or missng
Market b

Does not pay adividend

log(Emp)

Log of advertisng expenditures to total assets
1if Adv iszero or missng

Log of R&D expenseto total assets

1if RnD iszero or missing

Log of intangible assets to total assets

1if Intang is zero or missng

Market b as computed by Compustat

1if the firm does not pay a dividend

Log of tota employees

For advertigng-to-capita, R& D-to-capitd and intangibles-to-capitd variableswe

use logs of the ratios so that the coefficients can be interpreted as eladticities® In the

event that advertising, R&D or intangibles are missing or reported as zero, we st the

value to zero and congtruct an indicator variable for whether the value is zero or missing,

which isincluded as a control variable. The estimate of afirm’s market b was obtained

from Compudtat. Anindicator variable equas oneif afirm paysadividend. Findly, we

include the log of the total number of employees as a control varigble for any potentia

scae effects.

8 For a discussion of the relative merits of alinear versus log-linear specification see Hall

(2000).
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IV. Econometric issues
The generd equation that we wish to estimateis
Gy =0.8, + X,y +e,
wherei, j and t denote the firm, two-digit industry and year, respectively; q denotesthe
log of Tobin's g; a denotes the log of the firm'’ s productivity; X denotes the vector of

control variables, and Z;, denotes either z, - z ,;, if year and two-digit indudtry effects

are controlled for, or z;, - z ,, if only yeer effects are controlled for.

Two important issues regarding the measurement of productivity influence the
estimation procedure. Firgt, current productivity, as reported in Census data, contains a
persistent component, but also contains unusua accounting events, trangtory demand
shocks and transitory measurement error (cf., Baly, Hulten and Campbell, 1992). The
productivity that will impact the vaue of the firm is the persstent component of
productivity. Using lags of productivity as insdruments for current productivity can solve

this problem.®

Second, we would like to measure the productivity of the firm as awhole, but what
we actudly observe is the productivity of the firm's US manufacturing plants. For a
company whose US manufacturing operations are small relative to their operationsas a

whole, we would expect a wesk relationship between the productivity of US

® In order for lags of productivity to be valid instruments for currert productivity, it is
necessary that the measurement error in current productivity is independent of the
measurement error in the lags of productivity. We use four lags of productivity as
insruments. Out of concern about seridly correlated measurement error, we have
experimented with excluding the first and second lags of productivity as instruments
and found minima impact on the results.
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manufacturing plants and the firm’s market vdue. Conversdly, if the mgority of afirm's
employees work in the US manufacturing plants then we would anticipate a stronger
relationship. We ded with thisissue by running the regresson on two samples. In the
fird sample, we include dl firms for which the ratio of US manufacturing employment of
the firm to the firm’ stotal worldwide employment lies between 0 and 1. In the second
sample, we indude dl firms for which the ratio of US manufacturing employment of the
firm to the firm’ stotal worldwide employment lies between 0.5 and 1. We predict a

bigger coefficient on productivity for the latter, restricted sample.
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V. Preliminary sensitivity analysis

In this section, we examine the relationships between the different productivity
measures and Tobin'sq. Theintent isto narrow the scope of the andlysis— to choose two
measures of productivity to focus on for the remainder of the paper.

Tables 2 and 3 present correlation matrices of Tobin's q and the four candidate
measures of productivity.*® In Table 2, dl variables have been transformed so that the
mean of each variable in each year is zero, which diminates time effects. In Table 3, all
variables have been transformed so that for every year, the mean of each varigble in every
two-digit industry (as reported in Compudtat) is zero, which diminates time-industry
effects.

Overdl the correation of the productivity measures with Tobin's q are lower
when we diminate time-industry effects, which suggests that between-industry
differences in productivity may be more important than within-industry differencesin
determining Tobin'sq. Of the productivity measures, ap isthe most highly correlated
with Tobin'sq. The measure of productivity that eiminates four-digit industry effects,
tfp, isthe least highly correlated, which is perhaps not surprising. We choose to focus on
ap and tfp for the remainder of the paper, because this pair isthe most and least highly
correlated, respectively, with of Tobin'sq. By looking at tfp, we "stack the deck againgt”
finding that productivity has a price because it is measured relative to narrowly defined

industries.

10 Following Baily, Hulten and Campbell (1992), we diminate outliers according to the
following rule: we regrict the sample to observationsin which productivity iswithin
plus or minus 200% of the industry averagein that year.
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Correlation matrices

Table 2: The corrdation matrix of different measures of productivity and Tobin'sq

(controlsfor year effects)
q Ip kp ap tfp
q 1.00 0.30 0.19 0.31 0.15
Ip 1.00 0.14 0.71 0.64
kp 1.00 0.77 0.034
ap 1.00 0.41
tfp 1.00

All measures arein logs and are tandardized by year. All coefficients are datisticaly
sgnificant (p<0.01). The sample sizes range from 4,673 to 5,046.

Table 3: The corrdation matrix of different measures of productivity and Tobin'sq
(controlsfor year-industry effects)

q Ip kp ap tfp
q 1.00 0.25 0.18 0.26 0.16
Ip 1.00 0.22 0.72 0.71
kp 1.00 0.81 0.02
ap 1.00 0.41
tfp 1.00

All measures are in logs and are standardized by their two-digit industry and year. All
coefficients are datidticaly significant (p<0.01), with the exception of (kp, tfp). The
sample sizes range from 4,673 to 5,046.

VI. Findings

Table 4 presents regressions of Tobin'sq onto ap and tfp. Columns 1, 3,5and 7
are run on the full sample, while columns 2, 4, 6 and 8 are run on asample restricted to
cases in which 50 percent or more of the firm'’'s employees are represented in its US
manufacturing plants. In generd, the coefficients are bigger under the restricted sample,
as expected. The difference, however, isless dramatic for tfp than for ap. Columns 3, 4,
7 and 8 insrument for current-year productivity usng lags of productivity, whereas
columns 1, 2, 5and 6 do not. For ap, ingrumenting for productivity yields bigger

coefficients on productivity. Once again, the effect is bigger for ap than for tfp.
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Columns 1, 2, 3 and 4 account for time effects, whereas Columns 5,6,7 and 8 account for
time-indudtry effects. Inthe case of ap, contralling for time-indudry effectsyieds
smaller coefficients, suggesting that between+indudtry variation in productivity isamore
important driver of market vaue than within-industry variation. In the case of tfp,
controlling for time-industry effects does not change the coefficients appreciably, as
predicted, since the variable tfp was congructed to diminate industry differencesin
productivity at the outset.

Tables 5 and 6 present regressions of Tobin's g onto ap and a vector of control
variables. Table 5 and 6 control for time and time-industry effects, respectively. Table 7
presents regressions of Tobin's g onto tfp and a vector of control variables, controlling
for time-indugtry effects. Adding other control varigblesinto the regression tends to
lower the magnitude of the coefficient on productivity (ap or tfp) somewhat.
Nevertheless, the coefficient is dill pogitive and significant in every regresson, which is
strong evidence that the productivity of afirm’s manufacturing plants positively impacts
afirm's market value.

Controlling for time-industry effects lowers the magnitude of the coefficient on
ap (comparing Table 5 to Table 6). This suggests that between-indudry differencesin
productivity may have abigger impact on market vauations than within-industry
differencesin productivity.

Even after controlling for productivity, expenditures on R& D and advertisng
have a pogitive impact on Tobin's g, as anticipated. The indicator variables for whether

or not the variable is missing or zero has alarge, negative coefficient, as expected due to
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the logrlinear specification.** The coefficient on intangibles is dways insgnificart.
Therefore, intangibles do not gppear to have an "excessve' impact on afirm’'s market
vaue.

Not having access to financid markets gppearsto hurt afirm’'svaue. Firmstha
do not pay adividend have amarket value that is 7% lower, ceteris paribus. However,
this finding does not hold across dl specifications.

Thereis evidence of scde effects. The Tobin's g of firms that employee 10%
more people than average is 0.1% - 0.3% bigger, ceteris paribus, and datisticaly
ggnificant across dl full sample specifications. Counter to intuition, firmsthet are riskier
— as measured by their market b — are worth more. Thisfinding is robust across all

Specifications.

1 Induding an indicator varigble for whether not avariable is missing or zero in alog-
linear Specification yields a coefficient with a somewhat idiosyncratic interpretation.
For example, the -0.30 coefficient on Adv is zero or missing (in regresson 1 on Table 5)
has the interpretation that a firm that does not advertise hasa Tobin's g that is 30%
lower than that of afirm whose ratio of Adv:K is 100% (whose log(Adv:K) is zero).
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Regression results

Table4: Regression of Tobin’sq onto productivity

Table 4 ©) &) 3 (4) ©) (6) () )

ap 0.25** 0.35** 0.30** 0.36** 0.22** 0.29** 0.26** 0.30**
(0.012) (0.02) (0.016) (0.027) (0.012) (0.021) (0.016) (0.028)

N 3644 1850 3,203 1610 3644 1850 3203 1,610

Restricted no yes no yes no yes no yes

sample?

Insruments? o no yes yes no no yes yes

Year-indusry  no no no no yes yes yes yes

effects?®

Teble 4b: 1) (&) 3) (4) 5) (6) () (8)

tfp 0.16** 0.18** 0.18** 0.18** 0.15** 0.19** 0.19** 0.21**

(0.014) (0.024) (0.03) (0.044) (0.013) (0.023) (0.029) (0.043)

N 5098 2471 2,007 1,140 5,098 2471 2,007 1,140

Restricted no yes no yes no yes no yes

sample?

Instruments? no no yes  yes no no yes  yes

Y ear-industry no no no no yes yes yes yes

effects?®

The dependent variable isthelog of Tobin'sq. Standard errors are reported in
parentheses. * and ** indicate sgnificance at the 95 and 99 percent leve, respectively.
All regressions control for year effects.
#The sample is restricted when only firms with an employment ratio (the ratio of the
firm’s LRD employees to the firm’s Compudtat employees) of between 0.5 and 1 are
included. The unrestricted sample indludes al firms with an employment ratio of less

than 1.

bl ndli cates whether or not productivity has been instrumented for with four lags of

productivity.

“Indicates whether or not year-industry effects have been controlled for.
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Table5: ap with year effects

Vaidde 29LS 29LS 29LS 29LS
(1) (2 (3 (4)
ap 0.26** 0.30** 0.25** 0.31**
(0.016) (0.028) (0.016) (0.029)

log(Adv:K) 0.072** 0.058** 0.062** 0.045**
(0.011) (0.017) (0.011) (0.017)

Adv iszero or missing -0.3** -0.27** -0.26** -0.22**
(0.045) (0.068) (0.044) (0.068)

log(RnD:K) 0.043** 0.054** 0.044** 0.049**
(0.0077) (0.011) (0.0077) (0.011)

RnD iszero or missing -0.2%* -0.23** -0.21** -0.21**
(0.032) (0.046) (0.032) (0.047)

log(Int:K) 0.00092 0.0026 0.00013 -0.0076
(0.007) (0.011) (0.0068) (0.01)
Intiszero or missing 0.037 0.073 0.053* 0.12**
(0.026) (0.04) (0.026) (0.04)
Market b - - 0.076** 0.07**

(0.0074) (0.0088)

Does not pay a dividend - - -0.098** -0.084**
(0.016) (0.023)
Log of emp - - 0.019** 0.012

(0.0051) (0.0081)
Sample Size 3,203 1,610 3,200 1,609

Dependent variableisthe log of Tobin'sg. We insgrument for ap using four lags, and we

control for year effects.
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Table 6: ap with year and industry effects

Vaidde 29LS 29LS 29LS 29LS
(1) 2 ) (4)
ap 0.22** 0.27** 0.21** 0.28**
(0.017) (0.029) (0.016) (0.03)
log(Adv:K) 0.055** 0.045** 0.049** 0.031
(0.011) (0.017) (0.011) (0.017)
Adv is zero or missing -0.23** -0.21** -0.21** -0.16*
(0.045) (0.071) (0.045) (0.07)
log(RnD:K) 0.054** 0.056** 0.045** 0.043**
(0.0083) (0.012) (0.0082) (0.012)
RnD iszero or missing -0.27**  -0.27** -0.22** -0.19**
(0.037) (0.053) (0.037) (0.053)
log(Int:K) -0.0028 -0.011 -0.0036 -0.017
(0.0068) (0.011) (0.0067) (0.01)
Intiszero or missing 0.064* 0.14** 0.073** 0.17**
(0.026) (0.042) (0.026) (0.041)
Market b - - 0.078** 0.073**
(0.0073) (0.0088)
Does not pay a dividend - - -0.076** -0.074**
(0.016) (0.023)
Log of emp - - 0.015** 0.014
(0.0052) (0.0087)
Sample Sze 3,203 1,610 3,200 1,609

Dependent variable isthe log of Tobin'sg. We instrument for ap using four lags, and we

control for industry-year effects.
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Table7: tfpwith year and industry effects

Vaiable 29LS 29LS 29LS 29LS
(1) (2 ) (4)
tfp 0.17* 0.18** 0.11** 0.13**
(0.029) (0.043) (0.03) (0.046)
log of Adv:K 0.058** 0.047 0.048** 0.03
(0.017) (0.024) (0.017) (0.024)
Adv is zero or missing -0.23** -0.21* -0.19** -0.17
(0.069) (0.096) (0.067) (0.095)
log of RnD: K 0.061** 0.058** 0.052** 0.045**
(0.011) (0.015) (0.011) (0.015)
RnD iszero or missing -0.32** -0.34** -0.29** -0.28**
(0.048) (0.068) (0.047) (0.067)
log of Int:K 0.0024 -0.014 0.006 -0.016
(0.0095) (0.015) (0.0093) (0.015)
Int iszero or missing 0.078 0.16** 0.071* 0.18**
(0.036) (0.057) (0.035) (0.055)
Market b - - 0.078** 0.089**
(0.0091) (0.011)
Does not pay a dividend - - -0.028 -0.077**
(0.02 (0.029)
Loq(# of employees) - - 0.03** 0.022
(0.0074) (0.012)
Sample Sze: 2,007 1,140 2,006 1,139

Dependent varidbleis thelog of Tobin'sg. We instrument for ap using four lags, and we
control for year effects.
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VIl. Conclusion

The basic message of this paper is that productivity does indeed have a price:
firmswith highly productive manufacturing plants have higher market vauations as
messured by Tobin'sg. While this could be the product of some firms having a market
niche that dlows them to charge a high market-up which is measured as high
productivity, we atempt to control for this hypothesis by looking at productivity
differentials within narrowly defined industries and by controlling for other types of
assets that would dlow afirm to charge ahigh mark-up. We dill find that productivity
acts as an intangible asst.

Between+industry differencesin productivity gppear to be more important than
within-industry differences, because the coefficients on productivity are consstently
gmdler if one controlsfor time-indusiry effects. This reduction in the magnitude of the
coefficientsis what one would expect if there were idiosyncratic measurement error in
firm-level productivity.*2

We a0 find that other intangible assets have an impact on market vaue after
contralling for productivity. These assets include R& D and advertisng expenditures.
Interestingly, investments in other companies, as captured by intangible assets on the
balance sheet, do not appear to have an excess return as they do not predict Tobin's g.

Accessto financid markets appears to matter. Firmsthat do not pay dividendsor

do not have abond rating (traditiona proxies for liquidity congtraints) have lower market

12 put smply, if there isidiosyncratic measurement error in firm-level productivity, then
these errors will tend to average out when we look between indudtries. Therefore, the
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vauations after controlling for Tobin'sq. Thisfinding is conastent with the hypotheses
that (1) these proxies do measure liquidity congtraints and (2) liquidity congtraints do

have a negative impact on the vaue of the firm.

downward bias associated with measurement error will be lower in the between
edimates than in the within estimates (cf. Griliches, 1936).

23



Appendix I: Merge Methodology and Sample

The database used in this paper was derived from a merge of the Census's 1992
Survey of Industrid R&D (a survey of R&D performing firms) with Standard and Poor’s
Compudtat variables, performed by Bill Long. Long's data could then be merged into the
LRD because the Survey of Indudrid R&D usesthe same the firm identification
numbers (firmnums) as Long's merged file.

Long provided us with afile that contained 3,221 observations on the following
vaiables: CUSIP (the fidd used to identify firm’'sin Compustat), firmnum (the number
used by the Census to identify a firm), company name, and some information on sales
and R&D expenditures. The Long merge was based on 1993 Compudtat data; the
Compustat variables used in the paper were extracted in early 2000. In order to better
match to Long's 1993 extract, we incorporate companies from Compustat’ s Research
File, which includes companies that have since been acquired or gone out of business.
Matching our extract to Long’ s yielded a data set with 2,263 useable * crosswalk”
observations containing both CUSIP and firmnum.

The next sep in the matching process was to collect al Compustat data for the
firmsin the “crosswalk” file over the time horizon of the current Compudtat extraction,

i.e., 1989-1998. Thisyielded adata set with 22,620 firm-year observations (2,262 firms)
over these years. We then matched these firms, by firmnum and year, to afirm-leve data
st that we produced from the LRD from 1976-1997. This merge generated a data set
with 26,169 firm-year observations, of which those prior to 1989 do not include

Compudtat data. Of the 2,262 firms this data set represents, 1,922 of them had vaid LRD
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datafor one or moreyears. TablesA.1 and A.2 provide summary statistics on the fina
sample.

Reasons why our Compustat-to-LRD match rate was not 100% may include (1)
incong stencies between the firmnum reported in the Survey of Industriad R&D and the
LRD; (2) many firms performing R&D may not have US manufacturing plants thet
would appear in the LRD.

Table A.1: Number of matched firmsin sample

Y ear Number of Firms
1989 1,174
1990 1,170
1991 1,152
1992 1,399
1993 1,124
1994 1,077
1995 1,029

1996 993
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Table A.2: Summary Statistics, 1996.

Two-digit SIC Firms  Employees Manufacturing  Total Total Value Total  Total
employees Sdes  of Shipments R&D Advert.
Exp. Exp.
Food and kindred 77 2,310 731 $43 $273 $793 $2158
products
Tobacco products 2 - - - - - -
Textile mill products 45 893 440 $296 $146 $5 $1.32
Apparel and textile 28 1504 580 $388 $254 $1712  $6.05
Lumber and wood 48 633 373 $119 $100 $052  $015
Furniture and fixtures 25 155 79 $22 $13 $0.18 $0.32
Paper 3 501 170 $201 $70 8BHA  #4
Printing and 37 o11 220 $213 $63 $358 167
publishing
Chemicals 113 930 289 $322 $135 $1039 $4.40
Petroleum and coal 9 - - - - - -
Rubber and misc. 74 755 348 $129 $74 $383 $1.05
plastics
Leather products 8 - - - - - -
Stone, clay, and glass 24 327 144 $96 6 $1.8 $1.77
Primary metd ind. 50 339 264 $73 $70 $1.72  $001
Fabricated metal 63 138 100 $22 $18 $0.35  $0.02
products
Industrial machinery 141 1222 359 $296 $124 $1715 $3.38
and equipnent
Electronic & other 116 514 274 $111 $31 $B09 $1.06
el ectric equipment
Transportation 18 143 81 $24 $17 $0.37  $0.03
equipment
Instruments and 70 98 40 $15 $9 $124 $0.18
related products
Miscellaneous 12 16 9 3 $2 $0.06 $0.17
Total 993 11,439 4,501 $2,773 $1495  $8295 $4755

Note: All dollar figures are in millions of dollars. Employees are in thousands. A -
indicates that the information has been suppressed for confidentidity reasons. Thetotas
are based on the reported information.
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